**Sample bagging results**

**ripple.csv**

**#learner=KNNLearner, bags = 20, k=3, boost=False**

In sample results  
RMSE: 0.128785487103  
corr: 0.98478181469

Out of sample results  
RMSE: 0.195888429176  
corr: 0.962814074991

(0.8 seconds to execute on weak ass virtual box VM)

**#learner = KNNLearner, bags = 200, k=3, boost=False**

In sample results  
RMSE: 0.123079825223  
corr: 0.986340038967

Out of sample results  
RMSE: 0.192913144806  
corr: 0.964096549553

20 bags

In sample results  
RMSE:  0.126117439866  
corr:  0.985267741668  
  
Out of sample results  
RMSE:  0.18866278464  
corr:  0.965391918262

Avoid looping with Bag Learner

See: <https://piazza.com/class/idadrtx18nie1?cid=1148>
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[**Brandon Guttersohn**](https://piazza.com/class/idadrtx18nie1?cid=1148) [7 days ago](https://piazza.com/class/idadrtx18nie1?cid=1148)

Haven't tested any of this, but...

1.

predictions = np.array # array class

...will assign the numpy array class to the variable predictions -- you want aninstance of that class;

predictions = np.array([]) # array with no items

Since you know what the size of predictions will need to be before iterating, you should just create an array of that size right off the bat;

predictions = np.zeros( ( self.bags, len( x ) ) ) # array with 'self.bags' rows and enough columns for each point (row) in x

2. To avoid appending to 'predictions' while iterating (since you already have a large enough array allocated), assign in-place;

predictions[i,:] = self.learners[i].query(x)

The above means "assign all columns of the ith row in 'predictions' to whatever query() returns". Query should be returning a 1D array of length equal to the rows of x....

3. At this point, predictions is an MxN array, where each row 1..M represents the output of a single learner/bag, and each column 1..N represents the results on any given test point. For example:

predictions[2,:] # 1D array, the results of learner 2 for all given test points in X

predictions[:,2] # 1D array, the results of all learners for the index-2 test point in X

predictions[2,2] # single value, the result of learner 2 for the index-2 test point in X

What you ultimately want is the average result, over all learners, for each test point. So the value you return will be an array of length N. Another way to say this is that you want numpy to produce a single row whose values are the means of each column in predictions. You're right to use...

predictions.mean()

...but you'll need to take a look at the "axis" parameter in the numpy documentation.

disclaimer; all of this could be wrong, but mine worked and I did something similar

**Bagging**

What i ended up doing was getting my random values as a big index and using that index to select both the x's and y's so that they matched up when i sent them in addEvidence.

**numpy.random.choice(**a**,**size=None**,**replace=True**,**p=None**)**

<https://piazza.com/class/idadrtx18nie1?cid=1061>

The term "bag" is a bit odd. All it means is instead of training one model, let's train X of them and somehow combine (e.g. average) their results. Because if 1 is good more must be better, right?! So if someone passes in bags=20 to your BagLearner, you should instantiate 20 instances of the "learner" argument (e.g. KNNLearner) and store them in a list. In this way it's a "bag" of 20 KNN learners. Having many instances of the same learning algorithm only makes sense if they differ in some way. The "Bagging" approach is to have all of them randomly sample from the available training data so that they all have a somewhat different view of the world and can strengthen/reinforce each other's predictions. If there are Y training instances available and each underlying learner samples Y values with replacement from the train instances, it's expected they'll each see about 66% of the training instances. Of course they will most likely all see a different 66%.

After the base learners have been trained, and a new point is queried on, you simply invoke all of the base learners and average the result of their predictions. In this way you're kind of crowd-sourcing the prediction.

As for the term, 'bag' comes from 'bootstrap aggregate,' which is to say, take a bunch of bootstrap samples, train separate models on them, then aggregate the models.

**~ An instructor (Tucker Balch) endorsed this answer  ~**

 To make it simple, hardcode bags = 10.  
Create 10 instances of the knn learner, Use the sample code they provided:

learners = []

kwargs = {"k":10}

for i in range(0,bags):

learners.append(learner(\*\*kwargs))

- Initialize each one with a random subset of data.   
- Then query all 10 bags, and average their results.  
- Finally parametrize everything else.  
- It'll be about 15 lines of code (excluding boilerplate stuff)

we give each learner the whole entire test set, and then average the results

You randomly sample training data, train each model on the samples, then use all of the models to generate a whole bunch of predictions for the entire test set, then average the predictions.

[**Tucker Balch**](https://piazza.com/class/idadrtx18nie1?cid=1061) [9 days ago](https://piazza.com/class/idadrtx18nie1?cid=1061)

>> randomly select the (size of the training set) number of samples, and do that bag number of times (one for each learner).

Should all be the same size. Say you have a 2d array of data. You can get the bags like so:

nbags = 20

M = all\_my\_data.shape[0]

bags = [all\_my\_data[random\_integers(0, M - 1, size=M), :] for \_ in range(nbags)]

Gives you a list of 20 arrays of the same size with the rows sampled with replacement from the original array.

or

You can just draw the indices separately:

idxs = [random\_integers(0, M - 1, size=M) for \_ in range(nbags)]

Then use them to index whatever you want. x[idxs[0]], y[idxs[0]], etc.

There is no need for you to have such a conditional in your BagLearner class.  You just pass the necessary arguments for the particular learner when you construct the BagLearner.

To instantiate a LinRegLearner:

learner = BagLearner(learner = LinRegLearner, kwargs = {})

Generating Data - Breaking KNN

How about when you add in noise...?

[**Tucker Balch**](https://piazza.com/class/idadrtx18nie1?cid=1134) [6 days ago](https://piazza.com/class/idadrtx18nie1?cid=1134)

There are a number of valid ways to throw KNN off the scent.  Some involve adding noise, others involve clever ways of distributing the data.  Another involves carefully selecting parameters of a linear model that will confound KNN.  Probably even others I haven't thought of yet.  All of those are OK.

**Eucladian distnace**

**When in doubt, print it out!**  add a line of code in the right place:  (2nd line gives you the type of element within the array)...

print "data type", type(data)  
print "element type", type(data[0,0])

**Plotting**

<http://matplotlib.org/mpl_toolkits/mplot3d/tutorial.html>

**Boosting**

Use of pandas would not be penalized so long as you didn't use any learning libraries (which I don't know if exist).

[**Darren Bedwell**](https://piazza.com/class/idadrtx18nie1?cid=1143) [4 days ago](https://piazza.com/class/idadrtx18nie1?cid=1143)

This was the only Pandas routine that I used, and it was only for boosting:

<http://pandas.pydata.org/pandas-docs/version/0.17.0/generated/pandas.DataFrame.sample.html>

**Implementing KNN**

[**Geoffrey Shmigelsky**](https://piazza.com/class/idadrtx18nie1?cid=953) [11 days ago](https://piazza.com/class/idadrtx18nie1?cid=953)

How can kNN be only O(n)? Don't we have to :

O(n): (agreed)

1. Iterate through the entire kNN set X1, X2 in learner.query

2. Solve for Euclidian distance for each.

NLog(n): (request clarification)

Then to get the top k scoring NN's, do we not have to sort based on Euclidian distance ? :)

As I think about it - you could just iterate K times over the distance result - that technically would be O(n).

-G

Finding the k smallest values does not require sorting.  You can use the selection algorithm which is O(n)

https://en.wikipedia.org/wiki/Selection\_algorithm

![https://d1b10bmlvqabco.cloudfront.net/photos/i4hdvab632i522/1420465436_35.png](data:image/png;base64,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)

[**MarkBenjamin1@gatech.edu**](https://piazza.com/class/idadrtx18nie1?cid=953) [8 days ago](https://piazza.com/class/idadrtx18nie1?cid=953) I think that's implemented in python as<https://docs.python.org/2.7/library/heapq.html#heapq.nsmallest>

![https://dvngeac8rg9mb.cloudfront.net/images/dashboard/common/default_user.png](data:image/png;base64,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)

[**Malcolm Haynes**](https://piazza.com/class/idadrtx18nie1?cid=953) [8 days ago](https://piazza.com/class/idadrtx18nie1?cid=953)

You only need to go through the data once.

Start with an empty array of 'k' values and store the first 'k' distances in it.

Now, go through your remaining distances.

If you find a distance smaller than stored in your array, replace the biggest value in the array with the smaller distance.